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A Reinforcement Learning Approach to
Autonomous Decision Making of Intelligent
Vehicles on Highways

Xin Xu

Abstract—Autonomous decision making is a critical and dif-
ficult task for intelligent vehicles in dynamic transportation
environments. In this paper, a reinforcement learning approach
with value function approximation and feature learning is
proposed for autonomous decision making of intelligent vehicles
on highways. In the proposed approach, the sequential decision
making problem for lane changing and overtaking is modeled as
a Markov decision process with multiple goals, including safety,
speediness, smoothness, etc. In order to learn optimized policies
for autonomous decision-making, a multiobjective approximate
policy iteration (MO-API) algorithm is presented. The features
for value function approximation are learned in a data-driven
way, where sparse kernel-based features or manifold-based fea-
tures can be constructed based on data samples. Compared
with previous RL algorithms such as multiobjective Q-learning,
the MO-API approach uses data-driven feature representation
for value and policy approximation so that better learning effi-
ciency can be achieved. A highway simulation environment using
a 14 degree-of-freedom vehicle dynamics model was established
to generate training data and test the performance of different
decision-making methods for intelligent vehicles on highways.
The results illustrate the advantages of the proposed MO-API
method under different traffic conditions. Furthermore, we also
tested the learned decision policy on a real autonomous vehicle
to implement overtaking decision and control under normal traf-
fic on highways. The experimental results also demonstrate the
effectiveness of the proposed method.

Index Terms—Autonomous decision-making, intelligent driv-
ing vehicles, Markov decision processes (MDPs), multiobjective,
reinforcement learning (RL), value function approximation.

I. INTRODUCTION

VER the past decade, traffic safety and environmen-
O tal pollution caused by car consumption have become
a serious problem in the global world. As a result, the devel-
opment of intelligent vehicles has been considered as an
important solution to the above problem and drawn world-wide
interests [1]-[6]. The objective of intelligent vehicles is to use
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intelligent sensing, decision and control techniques in driving
tasks to make road transportation safer, more efficient, and
more sustainable [7]. An intelligent vehicle system consists of
several functional modules, such as sensing and map-building,
decision making, path planning, and motion control. In par-
ticular, the autonomous decision making module is one of the
most critical modules, which can enable intelligent vehicles
to choose appropriate driving maneuvers, like changing lanes,
overtaking other vehicles [8]-[10], etc. Due to the complex-
ity and uncertainty of real-world traffic, to realize autonomous
decision making of intelligent vehicles is still very challenging.

Until now, various efforts have been devoted to address the
decision-making problem for intelligent vehicles. In general,
previous decision making approaches for intelligent vehicles
can be divided into three classes. The first class is rule-
based decision making based on expert systems or fuzzy
logic [12]-[14]. Niehaus and Stengel [1] proposed a rule-
based decision system for intelligent vehicles on freeways.
In this system, the worst-case decision making method
was used to deal with the uncertainties in decision-making.
In [12] and [13], a prediction and cost function-based algo-
rithm (PCB) was proposed to achieve highway driving for
autonomous vehicles. In the PCB algorithm, a prediction
engine was built to estimate the intentions of surrounding
vehicles and a cost function library was used to find an
appropriate driving behavior. Pérez er al. [14] proposed a deci-
sion approach using fuzzy logic for autonomous overtaking
behaviors. Although rule-based decision methods are easy to
implement, they usually require lots of prior knowledge and
are not robust and adaptive to different traffic situations.

The second class of decision making methods make use of
probabilistic models to deal with uncertainties [4], [7], [15].
Ulbrich and Maurer [9] proposed a probabilistic online lane-
change decision framework for automatic driving on highways,
which can model uncertainties in the lane change decision
making process. Schubert [7] and Schubert and Wanielik [15]
proposed a decision making approach based on Bayesian
networks to consider the uncertainty from perception to the
decision stage. However, it is difficult for Bayesian network
models to be adaptive to complex hybrid models and dynamic
decision tasks.

The third class of decision-making approaches employs
various machine learning algorithms to establish decision
functions based on observation data. Although supervised
learning can be used to learn decision policies by using
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human experiences, it is difficult to collect enough labeled
data from skilled drivers. As an important class of machine
learning methods, reinforcement learning (RL) [16], [17] is
a framework of solving sequential decision making problems
in a self-learning style. One advantage of RL methods is
that they can learn optimized policies without much model
information. In addition, an RL agent can learn an optimal
or near-optimal policy by interacting with the environment.
In order to design overtaking policies, a multigoal decision
method based on tabular RL called Q-learning (QL) was
proposed in [18] and [19]. However, the learning efficiency
and generalization ability of QL have been shown to be
low and function approximation in RL needs to be studied.
Zheng et al. [20] developed a decision making method based
on least-squares policy iteration (LSPI) [21] for autonomous
driving but only single decision objective and simple traf-
fic scenarios were considered. In addition, previous works on
RL-based decision making [20], [41] have not been tested in
real autonomous vehicles.

In this paper, we present a novel RL approach with value
function approximation and feature learning for autonomous
decision making of intelligent vehicles on highways. First,
we model the driving decision making problem as a Markov
decision process (MDP). Different performance measures in
driving decisions are considered, including safety, smooth-
ness, and speediness. Two different kinds of reward functions
are designed in the MDP. One combined reward func-
tion is designed for single objective RL methods and the
other considers different objectives separately. To learn opti-
mized policies, a multiobjective approximate policy iteration
(MO-API) algorithm is presented. The features for value func-
tion approximation are learned in a data-driven way, where
sparse kernel-based features or manifold-based features can
be constructed based on data samples.

Compared with previous RL methods such as multiobjective
QL, the proposed MO-API algorithm uses data-driven fea-
ture representation for value and policy approximation so that
better learning efficiency can be achieved. A highway simula-
tion environment using a 14 degree-of-freedom (DOF) vehicle
dynamics model was established to generate training data
and test the performance of different decision-making meth-
ods for intelligent vehicles on highways. The results illustrate
the advantages of the proposed MO-API method under differ-
ent traffic conditions. Furthermore, we also tested the learned
decision policy on a real autonomous vehicle to implement
overtaking decision and control under normal traffic on high-
ways. The real-time experimental results also demonstrate the
effectiveness of the proposed method.

The main contributions of this paper can be summarized as
follows.

1) We present an MO-API algorithm, where the features
for value function approximation are learned in a data-
driven way. Instead of using tabular representations or
hand-crafted features, the proposed approach can use
sparse kernel-based features or manifold-based features
that are learned from data samples.

2) We established a highway simulation environment using
a 14 DOF vehicle dynamics model to generate training
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data samples offline and test the performance of dif-
ferent decision-making methods for intelligent vehicles
on highways. The results illustrate the advantages of
the proposed MO-API method under different traffic
conditions.

3) The learned decision policy was tested on an intelli-
gent driving vehicle to implement real-time overtaking
decision under real traffic on highways. The experi-
mental results also demonstrate the effectiveness of the
proposed method.

The rest of this paper is organized as follows. Section II
provides some background information about the MDP, RL,
and approximate policy iteration (API). Section III presents the
details of the MO-API approach for solving the autonomous
decision-making problem of intelligent vehicles, including the
description of the overtaking problem, the formulation of the
MDP model, and the MO-API algorithm with feature learning.
In Section IV, the simulation environment is introduced and
the simulation results are given. Moreover, real-time decision-
making experiments on the HQ-3 autonomous vehicle were
also conducted. Finally, Section V draws the conclusion and
suggests the future work.

II. BACKGROUND AND RELATED WORK
A. Markov Decision Process

The MDP is a fundamental formulation for RL prob-
lems [16], [21], [23]. An MDP is defined by a tuple
{X, A, P, R}, where X is the state space, A is the action space,
and R is the reward function. P is the transition model of
the MDP. A policy 7 is a function mapping from the state
space to the action space m : X—A, which is used to select
actions for every state. The performance of a given policy m
in a state x is defined in terms of the expected future rewards.
The expected total reward is called the state-value function,
which is defined as

VT (x) = Eq [Z y'rilxo = x} ()
i=0

where y is the discount factor.

There is another definition of value functions for a given
policy 7, which is called the action-value function. The action-
value function is defined as the expected total reward when
taking action a in state x and following the policy 7 thereafter:

o
0" (x,a) = Ex [Z y'rilxo = x, a0 = a}. ()
i=0

Since the value functions indicate how good the policy is,
they can be employed to find the optimal actions in MDPs. In
such cases, the optimal value function is computed at first, and
then an optimal action can be determined by a greedy strategy
accordingly

7*(x) = arg max 0*(x, a). 3)

B. Multiobjective Reinforcement Learning

Multiobjective optimization (MOO) problems are very pop-
ular in a variety of fields such as industries, economics, and
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Fig. 1. Diagram of MORL.

so on [24]-[27]. Since the objectives in MOO are usually con-
flicting, it is hard to simultaneously optimize each objective.
Thus, it is necessary to find an appropriate tradeoff between
the conflicting objectives [28].

Similar to MOO problems, multiobjective RL (MORL) tries
to solve sequential decision making problems with multiple
objectives by interacting with the environment [28], [29]. In
traditional RL, there is only one objective function that needs
to be optimized, which is computed based on one single reward
from the environment.

In MORL, the learning agent receives more than one reward
from the environment at each step according to different objec-
tives, as shown in Fig. 1. Assume k rewards r; i = 1,2, ..., k)
are received by the agent at each step, then there are k differ-
ent corresponding objectives. Given a certain policy 7, there
is one action-value function like (2) for each objective. In gen-
eral, some of the objectives are conflicting. Thus, MORL and
MOO has some common issues, like the preferences of the
objectives, the representation of preferences, and the approxi-
mation of the Pareto front. The task of MORL is to solve the
sequential decision-making problems with multiple objectives
by learning from the experiences or samples.

C. Approximate Policy Iteration

Policy iteration is an iterative procedure of discovering
the optimal policy for a given MDP with known model
information [30]. However, in many practical problems, the
state transition model and the reward function of MDPs are
usually unknown. In such cases, API has been studied, which
is based on the samples from the actual process or a generative
model of the process [17], [21], [22], [31], [32].

In RL, API algorithms aim at finding the optimal or near-
optimal policy using samples generated during the interaction
between the learning system and the environment. API mainly
consists of two interactive parts. One is called policy evalua-
tion, known as the critic, computing the action-value function
of the current policy using temporal difference learning which
usually employs projection-based methods for batch-mode
learning. The other is called policy improvement, also known
as the actor, evaluating all actions for every state to discover
possible improvements of the current policy. Fig. 2 shows
a diagram of API and the relations between the different parts.

There are two classes of API methods with different value
function approximation architectures: linear and nonlinear.
The LSPI algorithm is one popular API algorithm using

Policy Evaluation
(Critic)

Approximate
Value Function

Policy Improvement
(Actor)

Fig. 2. Flowchart of approximate policy iteration [21].

linear architectures [21], which uses the least-squares tempo-
ral difference algorithm [33] for policy evaluation. The basis
function construction is a key issue in LSPI, which will
greatly influence its performance. The kernel LSPI method
uses sparse kernel-based features to improve the performance
of API [31]. Mahadevan and Maggioni [32] proposed the
manifold-based features for value function approximation and
designed an improved LSPI approach called representation
policy iteration (RPI). There are also other efforts devoted
to the improvements of API methods [17], [34], [35]. In this
paper, we will design and test multiobjective API methods to
solve the autonomous decision-making problem for intelligent
vehicles.

III. MO-API APPROACH FOR DECISION-MAKING

Due to the complexity and uncertainties of vehicle dynamics
and dynamic traffic, it is very difficult for intelligent vehicles
to find optimal driving decisions. In this paper, we use RL
approaches with VFA and feature learning to deal with this
challenge. The RL approach can be model-free and learn from
simulated observation samples which are obtained during the
interaction with the environment. Moreover, the proposed RL
approach has the capability of dealing with uncertainties and
complexities of the environment.

A. Decision-Making Task

An intelligent vehicle needs to complete different driving
tasks like lane following, lane changing, and overtaking in
dynamic, complex environments [19]. For this purpose, the
intelligent vehicles must have the ability of making appropri-
ate driving decisions in different traffic situations. Particularly,
deciding when to perform the overtaking behavior is very
challenging because of the uncertainties and complexities in
the traffic. Fig. 3 shows the process of a typical overtaking
behavior in two-lane environments. In general, the overtaking
process usually includes three stages.

1) Changing lane to the left [Fig. 3(a)].

2) Driving on the left lane (fast speed lane) and passing

the vehicle in the adjacent lane [Fig. 3(b)].
3) Changing back from the left lane to the right lane
[Fig. 3(c)].
In the overtaking problem, we focus on whether the vehicle
can make correct overtaking decisions and in what way we
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(©)

Fig. 3. Three stages in a typical overtaking behavior, the yellow one is the
intelligent vehicle and the blue is the slower vehicle. (a) Changing to the left
lane. (b) Overtaking the slower vehicle. (¢c) Changing back to the right lane.

— f d 4

fmax

Fig. 4. Two-lane environment. The yellow one is the intelligent vehicle.

evaluate the overtaking process. Three objectives have been
considered, i.e., safety, speediness, and smoothness. Based on
the three objectives, the driving decision-making process is
modeled as a multiobjective MDP (MOMDP).

Note that it is necessary to consider the priority of different
objectives according to different preferences. For example, in
some cases, the speediness is prior to the smoothness. In some
situations, different objectives may be conflicting. However,
the safety objective must take the first priority over other
objectives. Based on the MOMDP, the MO-API approach will
be developed to solve the overtaking decision problem.

As shown in Fig. 4, it is assumed that one direction of the
highway consists of two lanes, i.e., the left lane for overtak-
ing and the right lane for normal driving. The states of the
environmental vehicles around the intelligent vehicle can be
measured. As shown in Fig. 4, dfmaxs and dpmax stand for the
maximum perception distances of the front sensors and the
backward sensors, respectively. The vehicles which fall in this
range will be sensed by the intelligent vehicle. d; denotes the
distance between the intelligent vehicle and the nearest vehi-
cle in the forward direction, and vy is the velocity of the front
vehicle. d> denotes the distance between the intelligent vehicle
and the nearest backward vehicle.

B. Dynamics Model of the HQ-3 Autonomous Vehicle

In this paper, the dynamics of an autonomous HQ-3 vehicle
platform will be established before the simulation and policy
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® instantaneous turn center

Fig. 5. Schematic of the vehicle kinematics.

learning process. The HQ-3 vehicle was equipped with a cus-
tomized autonomous driving system. The vehicle dynamics
model has 14 DOF and is constructed based on the real data of
the vehicle [20].

Fig. 5 shows the kinematics model of the vehicle. When the
vehicle is running around the instantaneous turn center, the
relationships between the attitude angle of the vehicle (85,)
and the steering angles of the front wheels (65) can be defined
as follows:

Oy = o - Oy 4)
_ L tan 8,

3 = arctan Tl andsy, s

S = Ltan &pp (5)

)y = arctan m

where 85 denotes the equivalent angle of the right front wheel

and dy; is the left one. I stands for the vertical distance from

the front wheels to the center of mass and L is the distance

between the front axle and the rear axle. o is a constant.
The rolling motion model of the wheels is

Iyo =T, —Tp — feR (6)

where I, is the inertia moment of the wheel, 7 is the driving
torque, 7} is the braking torque, f; is the longitudinal force
of the wheel, and R; is the load radius. Then, the input on
the steering wheel can be mapped to the equivalent angle of
each front wheel. Moreover, the overall force in the dynamics
model can be obtained by

0 0

F=T| 0 Fﬂ+T 0 Ffr+Frl+Frr+Fwind+G @)
Sfr Sr

where T is the coordinate transformation matrix, and

Fg, Ffe, Fyy, and F,, denote the stresses from the four wheels,
respectively. G is the gravity and Fying is the resistance
from air

Fyind = [~fwina 0 0] (®)
fwind = CwAv?g/16 9)

where g is the acceleration of gravity, A is the front cross-
sectional area of the vehicle, and v is the relative velocity of the
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vehicle with respect to the wind. C), is a constant coefficient
and set to be 0.35 in this paper.

Let v; and ¥,5 denote the velocity in the local coordinates
and the attitude angles in the road coordinates, respectively.
The dynamics model of the vehicle can be described as
follows:

dv; .
— =F/mc+ Y x v

” (10)

where m, is the total mass of the vehicle and F is the total
force determined in (7).

C. MDP Modeling of the Overtaking Behavior

In a simple case, the state set of the MDP can be defined
as x = [l, vg, vr, v1, d1], where [ denotes the current lane of
the intelligent vehicle. If the intelligent vehicle is on the left
lane, [ = 1, and if the intelligent vehicle is fully on the right
lane, [ = 2. When the vehicle is changing from one lane to
the other lane, the value of [/ is not changed until the lane
changing process is completed. v, and vy denote the current
velocity and the expected velocity of the intelligent vehicle
during lane keeping, respectively. d; represents the relative
distance between the intelligent vehicle and the nearest front
vehicle, and v; stands for the velocity of the nearest front
vehicle. As we have a general limitation of dymax = di = 0,
when there is no vehicle in the sensing range, we assume that
dy = dfmax and vi = v,. In the MDP model, we define two
macro actions {aj, az} to accomplish an overtaking process,
one action (a; = 1) is to keep the vehicle in or move to the
right lane and the other action (a; = 2) is to keep the vehicle
on or to move to the left lane.

We consider two kinds of reward models in this paper. The
first is a combined model with one scalar reward function and
the second is a model with multiple reward functions which
stand for different objectives. The scalar reward function is
defined as

~300 c=1
—150 c=0 & z>Z
") va—v—012-02 =0 & 7<Z & =2
Vg — vy — 0.1z c=0 & z<Z & I=1
(11)

where z denotes the normalized value of acceleration, Z is
a threshold for measuring the smoothness, and c is a flag which
indicates a situation with a high possibility of collisions.

In the single reward function model, we consider safety,
smoothness and speediness comprehensively. ¢ is a flag for
safety and the vehicle will get the minimum reward when
¢ = 1. And when the safety objective is obtained, v, will
prevent the intelligent vehicle from changing the velocity
abruptly. In addition, the third and the fourth conditions in (11)
show that a higher velocity will get a higher reward as well.

Although the single reward model provides a solution to
evaluate an overtaking process, it could not efficiently and flex-
ibly realize the tradeoff among different objectives. Therefore,

the MOMDP model has the following reward vector:

7= [rm, F®, r@)]

g —1 ife=1

(1) _ safe _
T {0 else

Va = vy va<v & =1
(2) __ .speed __ Va_Vf—O.2 Va < Vf & =2
™ =r —

Va 2 Vf & =1

_02 Va 2 Vf & —
(3 — psmooth _ {O , 1<Z (12)

-z, else

smooth

where safe pspeed and represent evaluative feedbacks

based on the objectives of safety, speediness, and smoothness,
respectively. Since the three objectives can be optimized inde-
pendently, we can adjust the priority of the three objectives to
satisfy different driving preferences.

D. MORL Algorithm Based on API

Next, we will present the MO-API algorithm with data-
driven feature learning for value function approximation.
Suppose we have a total number of g objectives which corre-
spond to a reward vector as r = {rl, rz, ..., r?}. As shown in
Algorithm 1, the MO-API algorithm is designed to learn an
approximation of the optimal action-value function Q;(x, @)
for different objectives (i = 1,2,...,¢q). In MO-API, the
action-value function Q;(x, a) (i =1, 2, ..., q) is approximated
by a linear weighted combination of n basis functions

Qi(x,a) = ¢ (x, a)iw;

where w; = (w1, wa, ..., w,)T is the weight vector for objec-
tive i and ¢(x, a) is the feature vector, which is denoted by

Px, a) = (¢1(x, @), p2(x, ), ... Pu(x, @)

In order to determine an appropriate set of feature vectors
for value function approximation, feature learning approaches
can be employed by making use of the samples. In MO-API,
the first two steps implement the sampling and subsampling
procedures, which obtain the sample set D = {(x;, a;, 7,
x;, a) li=1,2,...,m} and a subset D; C D, respectively.
Based on the subset of samples, two strategies can be used
for learn the features for value function approximation. One
strategy is to use kernel-based feature learning for VFA and
the other is manifold-based feature construction using graph
Laplacian. For kernel-based feature learning, we adopt the
sparse kernel learning method based on approximately lin-
ear dependence (ALD) analysis [31]. The ALD-based kernel
sparsification approach implements an iterative process which
constructs a kernel dictionary Kp incrementally. Suppose
a subset of samples Dy = {x;} (i = 1,2,...,n) are used to
construct the kernel dictionary Kp. Initially, Kp only has one
element {x; }. The approximately linearly dependent condition
of a new feature vector (x;) is tested as follows [32]:

13)

(14)

2

8 = mcin chdb(xj) —ox)|| =p 15)
i
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Algorithm 1 MO-API Algorithm
\\C: the number of clusters;
\\/: the number of basis functions.
1: Sampling:
Using the vehicle model and the simulated environment
to collect samples for learning. A set of samples D= {(s;,
a;, 74, Si+1} is obtained by using an exploration policy.
2: Subsampling:
Selecting a subset of samples Dy using the C-means
clustering method.
3: Based on the subset of samples Dy, perform feature
learning for value function approximation.
4: For each objective j G = 1,2,...,¢q), learn a near-
optimal policy using the collected sample set {(s;, aj,
Fi, sl d}) )
Loop until a termination criterion is satisfied:
(1) Policy evaluation:

W = (@7 (0 — y @) OTR
(2) Policy improvement:

mj(s) = argmax o1 (s, ayw’
a

5: return a set of policies 7; (j = 1,2, ..., q) correspond-

ing to the multiple objectives.

where ¢ = [¢;] and p is a threshold parameter to determine
the approximation accuracy and the sparsity level.

Another way to learn smooth features for value func-
tion approximation is to use the graph Laplacian approach,
as studied in [32]. The graph Laplacian approach imple-
ments the feature learning process via the following
two steps.

1) Constructing an undirected graph G = (V, E, W) from
the subset of samples D, where V is the vertex set
consisting of all the elements in Dy, E is the edge
set that connect each pair of vertex, and W is the
weight matrix whose element w;; are the weights of
the edges.

2) Computing the graph Laplacian L = D—W and calcu-
lating the m smoothest eigenvectors of L to form the
feature matrix as ¢(x) = [¢1(xX), p2(x), . .., dr(0)]7.

For a sample x that does not belong to the graph point set V,
the feature vector can be computed by the Nystrom extension
method. For more details, please refer to [24]. To approximate
the action-value functions of MDPs with continuous states and
m discrete actions, the above basis functions can be repeated
for each of the actions

$x.) = [I@ ande). I(@ )b, ... I@ a)d] (16)

where I(a, a;) (j = 1,2,...,m) is an indicator function, i.e.,
if a = aj, I(a, aj) = 1, else I(a, aj) = 0.

In MO-API, after learning the features for VFA, the fol-
lowing procedure is used to estimate the weight vector w;
(G =1,2,...,q) of the optimal policy for each objective r;

Algorithm 2 DecisionFunction(x, p;, 7; = 1,2,...,q)
Input: x—the current state; pj—the weight for objective j;
7 j—the policy learned for objective j. (= 1,2,...,q)
1. For each objective j, compute the greedy near-optimal
action:

aj = argmaxd?T(x, aw G=1,2,...,9)

End for ‘
2. Perform weighted voting to determine the final decision

q
a=u ijaj
j=1

where O<p;<1, u(.) is a function that rounds the input
to the nearest integers toward infinity.

Output: a
G=1,2,...,q). Let
(Y ./ .
¢ (x1,ar) ¢ (x/1 a1)> iy
@ | T (%a) R
T(r , i
¢ (xmv am) ¢T(xm’ a;,,)) T
)
where D = {(x;, a;, i, X}, @) li=1,2,...,m} is a set of col-

lected samples from an initial policy and 7; = {r}, 72, ..., r!
is the reward vector defined for multiple objectives.

Then, the weight for approximating the action-value func-
tion and the corresponding policy based on the greedy strategy
can be obtained as follows [22]:

i = (®7(® — y@)) ®TR
N - (i=1,2,...,9). (18)
i(x) = argmax ¢’ (x, a)w;
a

The output of Algorithm 1 includes multiple weight vectors
which are used to approximate the value functions of differ-
ent rewards from multiple objectives. Then, a multiobjective
decision-making strategy will be used to choose the best
actions by considering all the objectives comprehensively.
Assume the m candidate actions are indexed by 1,2,...,m.
Algorithm 2 shows the decision function based on the learned
multiple policies 7; (G = 1,2,...,q). The output a of
Algorithm 2 is the index for the selected action.

The decision function described in Algorithm 2 uses the
multiple policies learned by Algorithm 1 and a weighted vot-
ing strategy for multiobjective decision-making. By specifying
different weights for each objective, we can realize different
preferences for varying situations. For example, we can spec-
ify a larger weight for safety at first and determine whether to
use a larger weight for speediness or smoothness. In the fol-
lowing simulation and experiments, two candidate weighting
priorities were considered, which include the speed first prior-
ity (SPFP) which considered speediness first, and smoothness
first priority (SMFP) which considered smoothness first.
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‘The autonomous vehicle Vehicle 1 Left lane
A di . Right lane
Fig. 6. Initial positions of the sampling process in the highway simulation
environment.

IV. SIMULATION AND EXPERIMENTAL RESULTS

The performance of the proposed RL-based decision-
making approach was evaluated both in simulation and experi-
ments in this section. The samples were collected offline based
on a highway simulation environment of the HQ-3 autonomous
vehicle introduced above. Then, the RL-based decision mod-
ule was trained using these samples and the learned policies
were tested and compared comprehensively in the simula-
tion environment. Furthermore, we also conducted real-time
decision-making and overtaking control experiments on the
autonomous HQ-3 vehicle to illustrate the effectiveness of the
proposed method.

A. Simulation Environment

The simulations were carried out in a two-lane highway
environment, as shown in Fig. 3. The width of each lane was
set as d = 5 m, and the maximum range of the front sensors
and the backward sensors were set as dfont = 150 m and
dpack = 100 m, respectively. For RL methods, the discount
factor y is 0.95. The maximum number of iterations is set to
be 1000 for all the algorithms.

In order to learn an appropriate overtaking strategy, the
agent was first trained in a set of samples with 10 000 episodes.
Let dy denote the minimum distance of the front vehicles
in the other lane and dj denote the minimum distance of
the backward vehicles. For a lane change behavior, a basic
safe condition can be determined by comparing dy, dp with
predefined safety thresholds D; and D,. Then, in order to
reduce the state and decision complexity, the basic safe con-
dition for lane changing is determined by the following rule:

If dp>D; and dp>D>

Basic_Lane_Change_Condition = true

Else

Basic_Lane_Change_Condition = False

End

Based on the above safety condition, in the sample-
collection process, only the nearest front vehicle was consid-
ered, and the initial positions of both vehicles were located in
the right lane, as shown in Fig. 6. Five measurement variables
were chosen as the input of the RL-based decision module:
{Va, vr, v1, d1, action}, where v, is the current velocity of the
intelligent vehicle, vy is the expected velocity of the intelligent
vehicle, vy is the current velocity of vehicle 1, d; is the dis-
tance between the intelligent vehicle and vehicle 1, and action
is the current action taken by the intelligent vehicle. In the
sampling process, one episode was defined as either the intel-
ligent vehicle enters into a dangerous situation or a maximum
sequence of 500 time steps has been simulated.

In this paper, we also designed an expert system with fixed
rules to realize decision-making and prevent collisions in the

4 "4
I ] Left lane
- Z - Right lane
> d,

Fig. 7. Surrounding vehicles considered in the expert system.
TABLE I
FORMULATION OF THE EXPERT DECISION STRATEGY
state action prerequisite
=1 Move to the (di<50 | vi-v<-3) & (d3-d1>10) &
V> >
(right left lane (v3-vi>1) & ds>80
lane) SFay in the else
right lane
=2 Stay in the ((d1>150 & vi-vzl) [ vi>vs) &
>
(left left lane d>>60
lane) Move to the
. else
right lane

Fig. 8. Various traffic environments with different density values. “IZZZ1” rep-
resents the intelligent vehicle and “Hll” stands for other vehicles. (a) u = 10.
(®) n=35.

traffic. The expert system considered the relative distances
(d1—d4) and the velocities (vi—v4) of four nearest surrounding
vehicles, as shown in Fig. 7. In addition, the normal veloc-
ity vr during lane keeping was also considered in the expert
system. In the following simulations, the expert system was
not only used as the decision system for environmental vehi-
cles but also used in the autonomous vehicle as a nonlearning
method for performance comparison. The strategy definition
of the expert system was recorded in Table 1.

To test the performance in different kinds of traffic flow,
we used a stochastic traffic model with a controllable traffic
density. Here, “stochastic”” means that the initial states of other
vehicles in the traffic flow were generated randomly (with cer-
tain limitations). Fig. 8 showed a comparison of traffic models
in different traffic densities. The density determined the cur-
rent number of vehicles around the autonomous vehicle. The
density of traffic flow was represented by w, which determined
the number of vehicles in the current 500-m range around the
intelligent vehicle.

B. Comparison Between Learning-Based Decision-Making
Methods and Traditional Rule-Based Methods

Learning-based decision-making methods can obtain opti-
mized policies for different state conditions. However, it is
difficult for traditional rule-based methods to be adaptive for
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dynamic situations. In this part, single-objective QL and a class
of API algorithms called clustering-based RPI (C-RPI) were
used to learn decision rules for the intelligent vehicle. The
expert system with fixed rules defined in Table I was also
evaluated. Simulations were conducted under a series of traffic
density sequences (u € [5, 15]).

In the simulation, one intelligent vehicle is simulated with
different decision policies for performance testing. This intel-
ligent vehicle is called the testing vehicle. Other intelligent
vehicles are simulated with rule-based decision policies and
these vehicles are called the environmental vehicles. There are
several types of environmental vehicles which include cars,
trucks, buses, etc. Different types of environmental vehicles
have different expected velocities. In addition, for different
traffic conditions, different numbers of environmental vehicles
are generated.

1) Performance of RL Methods After Different Iterations:
In the following, the performance convergence of RL methods
will be tested. Since C-RPI and API algorithms can be viewed
as improved versions of batch mode QL with function approx-
imation, we choose the tabular QL algorithm to learn driving
policies and test the performance of different Q-tables after
different number of learning iterations. Here we chose three
iteration stages to generate the Q-tables respectively: the ini-
tial stage, the final stage and the “middle” stage. In the initial
stage, the initial Q-table was randomly assigned with a range
of [0, 100] and when QL was convergent, the final Q-table
was obtained. The middle stage was defined as

e® <A /e(©)

where V) (G = 0,1,...,k) denotes the summed temporal-
difference error in iteration j.

The three Q-tables were tested in a traffic density sequence
with a range of 5 < u < 15. The comparison result was shown
in Fig. 9. Fig. 9(a) showed that the overtaking policy based on
the final Q-table achieved the highest average velocity while
the policy from the initial Q-table obtained the lowest. The
curve of the middle-stage Q-table dropped immediately with
the increasing of traffic density, but the curve of the final
Q-table approximately kept the same in a low traffic density
(5 < u < 7), and the decline only appeared when p exceeded
7. This suggested that the policy from the final Q-table was less
affected by the change of traffic density. Fig. 9(b) showed the
minimum distance between the intelligent vehicle and other
vehicles in the driving process. Here the policy from the final
Q-table achieved the relatively better result while the result
from the initial Q-table is too close to the front vehicles to
ensure the safety. Thus, as the learning process continued, the
RL method can learn an optimized policy.

2) Comparison Between RL Methods and Expert System: In
the following, we will make performance comparisons between
two single-objective RL methods and the rule-based expert
system. QL and C-RPI were tested as two RL methods which
use tabular representations and value function approximation,
respectively. First, we compared the reward curves of the three
methods which were determined by the MDP model mentioned
in Section IIL. In this simulation, the intelligent vehicle drove
in a traffic flow with © = 10 for 300 steps. The reward
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Fig. 9. Performance convergence of QL. Performance improvement of QL in
terms of the (a) average velocity versus the traffic density and (b) minimum
vehicle distance versus the traffic density.

for each step and the accumulated value were both recorded.
In addition, we used the minimum relative distance, average
velocity, and accumulation of velocity changes to describe the
three objectives: 1) safety; 2) speediness; and 3) smoothness.
The simulations were conducted in the traffic environment
mentioned in Section IV-A with variable traffic densities. For
each decision-making method, we repeated the tests for 50 times
and the averaged values were used for comparison.

Fig. 10 shows the reward variations of the expert system,
QL, and the C-RPI method. It is illustrated that C-RPI
always obtain the highest reward value and the expert system
remained the lowest. From Fig. 11(a), we can see that the
intelligent vehicle using the policy learned by C-RPI has lower
velocities than the policy obtained by QL, while higher than
the policy obtained by the expert system. The accumulation of
velocity changes showed an opposite situation. In Fig. 11(c),
we found C-RPI obtained more appropriate vehicle distances
(around 50 m) than the other two methods in traffic densities
ranging from 5 to 11. In traffic conditions with higher traffic
densities, both C-RPI and expert rules prefer larger vehicle
distances than the policy obtained by QL.

Although the expert system method obtained the minimum
accumulation of velocity changes in most situations, it realized
the least number of overtaking actions, which is not suitable
for the speediness objective.

3) Performance Testing in Multilane Highway Simulation
Environment: In order to test the performance of the lane
changing policy learned by the proposed RL method, a multi-
lane highway simulation environment was also designed. The
three-lane highway environment model is shown in Fig. 12,
which includes a left lane, a middle lane, and a right lane.
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Fig. 10. Reward comparison between RL methods and the expert system. €
Performance comparisons of different methods in terms of the (a) reward at ~ 70
each step and (b) accumulative reward. § 60
©
The initial position of the autonomous vehicle was set to 3 50 ‘
the right lane. The environmental vehicles were generated with § 40 ]
. £
different types such as cars, trucks and buses randomly. The Z 30l -4
C e . . . . . = . ===Q-learnin
initial states of these vehicles (including relative distances and QE) 2l i I T expert sygte ml
velocities) were generated randomly within certain limits. In = l l | | ‘ | |
addition, the expected velocities of these vehicles were set 104 2 3 4 5 6 7 8
based on the vehicle’s type and were changed according to Traffic density
the traffic conditions. The vehicle dynamics model and control (©)

characteristics shown in Section III-B were also considered in
the simulation process.

The MDP state s of the decision-making module includes
the current lane / and the longitudinal speed vo of the testing

Fig. 11.  Performance comparisons among different methods. (a) Average
velocity. (b) Variations of velocity changes. (c) Minimum distance.

vehicle, the velocities and distances of other environmental [ % Left lane
vehicles. It can be formally defined as : ‘
’ % —4 Ny Middle lane

s =[lvo,vi,d1,v2,da,v3,d3,va,ds, vs5,ds, ve, dgl. (20)

. % ; ;/ 4 : | Right lane

The action a of the MDP determines the target lane of the
testing intelligent vehicle. Since the highway environment has
three lanes, the action includes three elements which determine
the right lane, the middle lane and the left lane as the target
lane of the testing vehicle, respectively. The action set of the safe distance):
MDP is formally defined as follows:

Fig. 12.  Schematic of the three-lane highway modeling.

—1000 c=1
A =[1,2,3]. 2D ~10 l1=1]>1
The reward function incorporates the requirements of safety, —10 ¢=0,l=1,vp <60 km/h
the expected speed and traffic rules. In addition, the speediness r=y-3 ¢=0,1=2,v <90 km/h  (22)
of the testing vehicle is also considered. Define ¢ as a flag ) c=0,1=3,v < 11/0 km/h
which indicates a situation with a high possibility of colli- -5 ¢=0,di =ds, I #1
sions. Then the reward function is defined as follows (dj is the ~[v0 = Viree| ¢ =0.
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(@

(h)

Fig. 13. Driving decision test in a three-lane traffic environment (red for
the autonomous vehicle and blue for environmental vehicles). The subplots
(a) to (h) show several successive lane-changing and overtaking behaviors of
the intelligent vehicle in a multi-lane highway environment.

Before the learning process, 12 000 samples were collected by
using a random action policy. For the API algorithm, we used the
kernel-based feature learning method to approximate the value
function. In particular, the multikernel feature learning approach
introduced in [43] was employed in the MO-API algorithm.
Three Gaussian kernels with different width parameters were
combined to approximate the value functions. The maximum
iteration number was set as 20, and the termination condition
for iteration err or is 107°. After a series of iterations, an
optimized policy can be obtained for performance testing.

Fig. 13 shows the decision outputs of the testing vehicle
in the simulation environment. Fig. 13(a)—(c) shows that the
testing vehicle overtook the front vehicle by changing from
the right lane to the middle lane. Fig. 13(d)—(f) shows that
the testing vehicle overtakes other vehicles in the middle lane.
Fig. 13(g) and Fig. 13(h) illustrate that the testing vehicle
changes back to the middle lane. When the testing vehicle
satisfies the condition for changing lanes and the velocity is
lower than the expected velocity, it will change its lane and
accelerate to the expected velocity. Otherwise, the intelligent
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Fig. 14. Performance statistics of MORL and SORL. (a) Average velocities.
(b) Variations of velocity changes. (¢) Minimum distances.
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Fig. 15. Trajectory of a successful overtaking behavior (red line: the vehicle
trajectory and blue line: the detected lane boundaries.

vehicle will follow the current lane. In addition, the intelligent
vehicle will change to the middle lane or the right lane when
surrounding vehicles do not affect driving in order to facilitate
other vehicles overtaking.
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(a)

(b)

Fig. 16. Front views from the autonomous vehicle during the left lane-change behavior. (a) Front view at the starting point for lane change. (b) Front view

at the final stage for left lane-change.

Fig. 17.
point of left lane-change.

C. Comparison Between SORL Method and MORL Method

In autonomous driving, several related objectives should be
considered, including the safety in heavy traffic and speediness
in light traffic, and smoothness was also important for human
passengers. In this section, the MO-API method was compared
with SORL methods, and the performance of MO-API with
different priorities of objectives was also studied.

There were several strategies for solving MORL problems.
For MORL, the voting strategy is a basic approach to real-
ize a compromise among the three objectives, which was also
named the equal priority (EP) voting. In order to express flex-
ible priorities, the weighted voting method was used in this
paper. We defined two objective-priorities instead of the EP:
1) the SPFP which considered speediness first and 2) SMFP
which considered smoothness first.

In both SPFP and SMFP, safety should always have
a higher priority. Therefore we defined the weight of safety as
0.4 which was equal to the weight of the objective considered
first, and the weight of the rest objective was 0.2. In addition,

(b)

Decision and planning outputs during the left lane-change behavior. (a) Starting left lane-change. (b) Middle stage of left lane change. (c) Final

optimized policies for the single-objective MDP model and
MO-MDP model were both learned by the MO-API approach
with C-RPI. We repeated the simulation tests for 50 times.
The statistical results were shown in Fig. 14.

D. Real-Time Experiments on the HQ-3 Autonomous Vehicle

In order to test the effectiveness of the MO-API approach
for autonomous decision making, we also performed real-
time decision making experiments on an autonomous vehicle
in highway environments with normal traffic. The HQ-3
autonomous vehicle is equipped with multiple sensors includ-
ing cameras, laser radars, microwave radars, etc. In our
experiments, the decision making system receives the local
map generated by the sensing and mapping system and out-
puts the decision for lane changing or lane keeping. Training
data were collected by making use of the simulation environ-
ment described in Section III.

As shown in Fig. 7, the state vector at each time step is
defined as s = [l, V0o, Vi, dl, Vo, dz, V3, d3, V4, d4], where [
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(b)

Fig. 18. Front views from the autonomous vehicle during the left lane-change behavior. Front view at the (a) starting point for right lane change and (b) final

stage for right lane-change.

(@) | (b)

Fig. 19.

is the current lane number of the autonomous vehicle (for left
lane, / = 1 and for right lane [ = 2), v is the longitudinal
velocity of the autonomous vehicle, vy, d; are the velocity and
distance of the nearest front vehicle in the right lane, respec-
tively, va, dp are the velocity and distance of the nearest rear
vehicle in the right lane, respectively, v3, d3 are the veloc-
ity and distance of the nearest front vehicle in the left lane,
respectively, and v4, ds denote the velocity and distance of
the nearest rear vehicle in the left lane, respectively. The MO-
API algorithm uses the simulated sample data D = {(x;, a;,
Fi, X, @) li=1,2,...,m} to learn a set of optimized deci-
sion policies which correspond to different objectives. The
aim of the experimental validation is focused on the real-
time performance testing of the learned policies using the
RL approach based on API. Therefore, in our implementation,
a combined scalar reward function is defined as follows: if the
collision probability is higher than a threshold, » = —1000,
otherwise if the vehicle is running on the left lane, r = —0.5,
otherwise r = —llvg—vexpll, where vex, is an expected
velocity.

(©

Decision and planning outputs during the right lane-change behavior. (a) Starting point. (b) Middle stage. (c) Final point.

The sample collection process uses a random decision pol-
icy and uniform distributions to generate samples. In each
episode, the velocities of different vehicles were initialized
within the interval [40, 100 km/h], the distances between the
autonomous vehicle and other front vehicles were initialized
within the interval [10, 150 m], and the distances between the
autonomous vehicle and other rear vehicles were initialized
within the interval [10, 100 m]. The samples were collected
by simulating the autonomous vehicle either on the left lane
or on the right lane. For each case, 45000 state transition
samples were observed. So, the total number of samples is
90000. The feature vector for value function approximation
in API is generated from the ALD-based kernel sparsifica-
tion process, which is described in (14). Gaussian kernels are
used for kernel-based feature representation. The width for
Gaussian kernels was selected as o = 100. The parameters
used for kernel sparsification is u = 0.4.

After the convergence of the API algorithm, an opti-
mized decision policy was obtained and the policy was
implemented in the real-time decision system of the HQ-3
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autonomous vehicle. The autonomous driving system of HQ-
3 was tested on a two-lane highway environment with normal
traffic. Fig. 15 shows the trajectory of a complete lane-change
and overtaking decision and control process, where several
other vehicles running on different lanes were detected. It
is shown that the autonomous vehicle can perform lane-
change and overtaking behaviors successfully and smoothly.
Fig. 16(a) and (b) shows the front views from the autonomous
vehicles at the beginning stage and final stage of a left
lane-change behavior, respectively.

Fig. 17 shows the decision and planning outputs of the deci-
sion system, where the local sensing map was also illustrated.
The detected lanes are shown in dotted lines. The rectangles
with arrows illustrate the detected vehicles on the lanes, where
the arrows indicate the estimated moving directions of the
detected vehicles. Fig. 18(a) and (b) shows the front views
from the autonomous vehicles at the beginning stage and final
stage of a right lane-change behavior, respectively. The deci-
sion and planning outputs of the decision system were also
illustrated in Fig. 19. As shown in Fig. 19, based on the deci-
sion outputs of the learned policy, the planning module can
successfully generate safe, and smooth paths for the intelligent
vehicle.

V. CONCLUSION

In this paper, an RL approach with value function approxi-
mation and feature learning was proposed for driving decision-
making of intelligent vehicles. The driving decision making
problem was modeled as an MDP and an MO-API algorithm
was presented. Compared with previous MORL approaches,
the proposed approach used API and value function approx-
imation with feature learning to achieve better learning effi-
ciency. Two feature learning strategies have been introduced
for MO-API. In simulations, a 14-DOF vehicle model and
stochastic traffic flow models were used to generate training
samples and testing the performance of different decision-
making methods. The results have demonstrated the effec-
tiveness of the proposed approach. Real-time decision-making
experiments were also performed for testing the effective-
ness of the RL-based approach. Although the simulation and
experimental results illustrate that the proposed RL approach
can obtain appropriate decision making policies in different
traffic conditions, there are still more works that needs fur-
ther investigations in the future. One interesting problem is to
combine other adaptive dynamic programming and RL meth-
ods [36]-[41] to realize optimized trajectory generation and
tracking control. The other one is to extend the RL-based
decision making approach to more complex traffic conditions.
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